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Background 

Atomic units:  
Length : 1 bohr = 0.529 Å 
                       = 52.9 pm 

http://cnx.org/content/m42606/latest/ 

Energy : 1 hartree = 27.2 eV 
                           = 4.36 aJ 

http://www.physics.udel.edu/~watson/scen103/colloq2000/images/
hydrogen.gif 

Charge: 1e = 1.61x10-19 C Mass: 1 me = 9.11x10-31 kg 
Action: 1ħ = 1.05x10-34 J s Time: 1ħ/hartree = 24.1 as 

D. R. Hartree – 
National Portrait 
Gallery (mw221452) 

N. Bohr –  
Wikimedia Commons 
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Background 

Ground state of H atom 

(in atomic units) 
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Outline 

1.  Reviewing how to calculate average and standard deviation 

2.  Looking at MC data in QMCPACK’s scalar.dat file 

3.  Averaging MC quantities using qmca 

4.  Evaluating MC simulation quality by tracing, autocorrelation & 
variance 

5.  Reducing error bars on MC averages with increased sampling 
and improved wave functions 

6.  Calculating MC simulation efficiency and scaling with particle 
number 
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Reviewing average and standard deviation 

Average (mean): (of N samples)  
 
x = 1

N
xi

i=1

N

∑

Standard deviation (error on known mean): (of N samples)  
 

σ =
1

N(N −1)
(xi − x )
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Standard deviation (unknown mean): (of N samples)  
 Use second moment (x2) to estimate 

σ =
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Looking at MC data 

QMCPACK outputs data to (prefix).scalar.dat file [also: 
(prefix).dmc.dat for DMC simulations] 
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Averaging MC quantities with qmca 

qmca  

-q (quantities)  

(prefix).scalar.dat 
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Evaluating simulation quality: 
trace, autocorrelation, and variance 

Trace: qmca -q e -t (prefix).scalar.dat 

Autocorrelation: qmca -q e --sac (prefix).scalar.dat 

  * Adjust time step and increase steps/block to lower 

Variance: qmca -q ev (prefix).scalar.dat 

  * Aim for few percent variance : energy ratio  

Beware of large jumps or 
regular oscillations! 
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Reducing error bars: 
increased sampling, smaller variance 

Number of blocks: 

 

Variance: 

 * Requires wave function optimization – Jastrow factor, basis set 

 

Number of nodes: 

 

Quadrupling samples 
halves error bars 
(roughly) 

σ ~ 1
Nsample

Nsample = NnodeN threadNblock
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Scaling the calculation up: 
measuring efficiency, increasing particle number 

Efficiency: qmca –q eff (prefix).scalar.dat 

Scaling with number of particles: 

 * tCPU~N2 for fixed basis set but σ increases too 

~ 1
tCPU σ

2
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Summary 

1.  Mean is sum of sample quantities over number of samples.  Standard 
deviation is fluctuation measured by the square root of the sum of 
the second moment of the quantity’s deviation from the quantity 
squared. 

2.  QMCPACK outputs MC data by block for into (prefix).scalar.dat by 
columns for quantities of interest 

3.  qmca averages quantities in (prefix).scalar.dat with error bars 

4.  Smooth trace, small autocorrelation, and vanishing variance indicate 
high quality MC simulation 

5.  Increasing number of samples and improving the wave function make 
for a better MC simulation 

6.  MC time scales with square of number of particles when basis is 
fixed.   


